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Abstract

Web search engines generally treat search re-
quests in isolation. The results for a given query
are identical, independent of the user, or the con-
text in which the user made the request. Next-
generation search engines will make increasing
use of context information, either by using explicit
or implicit context information from users, or by
implementing additional functionality within re-
stricted contexts. Greater use of context in web
search may help increase competition and diver-
sity on the web.

1 Introduction

As the web becomes more pervasive, it increasingly rep-
resents all areas of society. Information on the web is au-
thored and organized by millions of different people, each
with different backgrounds, knowledge, and expectations.
In contrast to the databases used in traditional information
retrieval systems, the web is far more diverse in terms of
content and structure.

Current web search engines are similar in operation to
traditional information retrieval systems [57] – they create
an index of words within documents, and return a ranked
list of documents in response to user queries. Web search
engines are good at returning long lists of relevant doc-
uments for many user queries, and new methods are im-
proving the ranking of search results [8, 10, 21, 36, 41].
However, few of the results returned by a search engine
may be valuable to a user [6, 50]. Which documents are
valuable depends on the context of the query – for exam-
ple, the education, interests, and previous experience of a
user, along with information about the current request. Is
the user looking for a company that sells a given product,
or technical details about the product? Is the user looking
for a site they previously found, or new sites?

Search engines such as Google and FAST are making
more information easily accessible than ever before and
are widely used on the web. A GVU study showed that
about 85% of people use search engines to locate infor-

mation [31], and many search engines consistently rank
among the top sites accessed on the web [48]. However,
the major web search engines have significant limitations
– they are often out-of-date, they only index a fraction
of the publicly indexable web, they do not index docu-
ments with authentication requirements and many docu-
ments behind search forms, and they do not index sites
equally [42, 43]. As more of the population goes online,
and as more tasks are performed on the web, the need for
better search services is becoming increasingly important.

2 Understanding the context of
search requests

Web search engines generally treat search requests in iso-
lation. The results for a given query are identical, inde-
pendent of the user, or the context in which the user made
the request. Context information may be provided by the
user in the form of keywords added to a query, for ex-
ample a user looking for the homepage of an individual
might add keywords such as “home” or “homepage” to
the query. However, providing context in this form is dif-
ficult and limited. One way to add well-defined context
information to a search request is for the search engine to
specifically request such information.

2.1 Adding explicit context information

The Inquirus 2 project at NEC Research Institute [29, 30]
requests context information, currently in the form of a
category of information desired. In addition to providing a
keyword query, users choose a category such as “personal
homepages”, “research papers”, or “general introductory
information”. Inquirus 2 is a metasearch engine that op-
erates as a layer above regular search engines. Inquirus
2 takes a query plus context information, and attempts to
use the context information to find relevant documents via
regular web search engines. The context information is
used to select the search engines to send queries to, to
modify queries, and to select the ordering policy.



For example, a query for research papers about “ma-
chine learning” might send multiple queries to search en-
gines. One of these queries might be transformed with the
addition of keywords that improve precision for finding
research papers (e.g. “abstract” and “references”). An-
other query might be identical to the original query, in
case the transformations are not successful. Inquirus 2
has proven to be highly effective at improving the pre-
cision of search results within given categories. Recent
research related to Inquirus 2 includes learning methods
that automatically learn query modifications [18, 28].

2.2 Automatically inferring context infor-
mation

Inquirus 2 can greatly improve search precision, but re-
quires the user to explicitly enter context information.
What if search context could be automatically inferred?
This is the goal of the Watson project [11, 12, 13]. Watson
attempts to model the context of user information needs
based on the content of documents being edited in Mi-
crosoft Word, or viewed in Internet Explorer. The docu-
ments that users are editing or browsing are analyzed with
a heuristic term weighting algorithm, which aims to iden-
tify words that are indicative of the content of the docu-
ments. Information such as font size is also used to weight
words. If a user enters an explicit query, Watson modifies
the query based on the content of the documents being
edited or viewed, and forwards the modified query to web
search engines, thus automatically adding context infor-
mation to the web search.

In addition to allowing explicit queries, Watson also
operates in the background, continually looking for doc-
uments on the web related to documents that users are
editing or viewing. This mode of operation is similar
to the Remembrance Agent [54, 56]. The Remembrance
Agent indexes specified files such as email messages and
research papers, and continually searches for related doc-
uments while a user edits a document in the Emacs ed-
itor. Other related projects include: Margin Notes [55],
which rewrites web pages to include links to related per-
sonal files; the Haystack project [1], which aims to create
a community of interacting “haystacks” or personal in-
formation repositories; and Autonomy’s Kenjin program
(www.kenjin.com), which automatically suggests content
from the web or local files, based on the documents a user
is reading or editing. Also related are agents that learn
user interest profiles for recommending web pages such
as Fab [4], Letizia [47], WebWatcher [3], and Syskill and
Webert [51].

2.3 Personalized search

The next step is complete personalization of search – a
search engine that knows all of your previous requests and
interests, and uses that information to tailor results. Thus,
a request for “Michael Jordan” may be able to rank links
to the professor of computer science and statistics highly
amongst links to the famous basketball player, for an in-
dividual with appropriate interests.

Such a personalized search engine could be either
server or client-based. A server-based search engine like
Google could keep track of a user’s previous queries and
selected documents, and use this information to infer user
interests. For example, a user that often searches for
computer science related material may have the home-
page of the computer scientist ranked highly for the query
“Michael Jordan”, even if the user has never searched for
“Michael Jordan” before.

A client-based personalized search service can keep
track of all of the documents edited or viewed by a user,
in order to obtain a better model of the user’s interests.
However, these services do not have local access to a large
scale index of the web, which limits their functionality.
For example, such a service could not rank the homepage
of the computer scientist highly for the query “Michael
Jordan”, unless a search service returns the page within
the maximum number of results that the client retrieves.
The clients may modify queries to help retrieve docu-
ments related to a given context, however this is difficult
for the entire interests of a user. Watson and Kenjin are ex-
amples of client-based personalized web search engines.
Currently, Watson and Kenjin extract context information
only from the current document that a user is editing or
viewing.

With the cost of running a large scale search engine
already very high, it is likely that server-based full-scale
personalization is currently too expensive for the major
web search engines. Most major search engines (North-
ern Light is an exception) do not even provide an alert-
ing service that notifies users about new pages match-
ing specific queries. However, advances in computer re-
sources should make large scale server-based personal-
ized search more feasible over time. Some Internet com-
panies already devote a substantial amount of storage to
individual users. For example, companies like DriveWay
(www.driveway.com) and Xdrive (www.xdrive.com) offer
up to 100Mb of free disk storage to each user.

One important problem with personalized search ser-
vices is that users often expect consistency – they would
like to receive the same results for the same queries,
whereas a personalized search engine may return differ-
ent results for the same query, both for different users, and
also for the same user as the engine learns more about the
user. Another very important issue, not addressed here, is
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that of privacy – many users want to limit the storage and
use of personal information by search engines and other
companies.

2.4 Guessing what the user wants

An increasingly common technique on the web is guess-
ing the context of user queries. The search engines Ex-
cite (www.excite.com), Lycos (www.lycos.com), Google
(www.google.com), and Yahoo (www.yahoo.com) provide
special functionality for certain kinds of queries. For ex-
ample, queries to Excite and Lycos that match the name
of an artist or company produce additional results that link
directly to artist or company information. Yahoo recently
added similar functionality, and provides specialized re-
sults for many different types of queries. For example,
stock symbols provide stock quotes and links to com-
pany information, and sports team names link to team
and league information. Other examples for Yahoo in-
clude car models, celebrities, musicians, major cities, dis-
eases and drug names, zodiac signs, dog breeds, airlines,
stores, TV shows, and national parks. Google identifies
queries that look like a U.S. street address, and provides
direct links to maps. Similarly, Google keeps track of re-
cent news articles, and provides links to matching articles
when found, effectively guessing that the user might be
looking for news articles.

Rather than explicitly requiring the user to enter con-
text information such as “I’m looking for a news article”
or “I want a stock quote”, this technique guesses when
such contexts may be relevant. Users can relatively eas-
ily identify contexts of interest. This technique is limited
to cases where potential contexts can be identified based
on the keyword query. Improved guessing of search con-
texts could be done by a personalized search engine. For
example, the query “Michael Jordan” might return a link
to a list of Prof. Michael Jordan’s publications in a sci-
entific database for a user interested in computer science,
guessing that such a user may be looking for a list of pub-
lications by Prof. Jordan.

Clustering of search results, as performed by North-
ern Light for example, is related. Northern Light dynam-
ically clusters search results into categories such as “cur-
rent news” and “machine learning”, and allows a user to
narrow results to any of these categories.

3 Restricting the context of search
engines

Another way to add context into web search is to re-
strict the context of the search engine, i.e. to create
specialized search engines for specific domains. Thou-

sands of specialized search engines already exist (see
www.completeplanet.com and www.invisibleweb.com).
Many of these services provide similar functionality to
regular web search engines, either for information that is
on the publicly indexable web (only a fraction of which
may be indexed by the regular search engines), or for in-
formation that is not available to regular search engines
(e.g. the New York Times search engine). However, an
increasing number of specialized search engines are ap-
pearing which provide functionality far beyond that pro-
vided by regular web search engines, within their specific
domain.

3.1 Information extraction and domain-
specific processing

ResearchIndex (also known as CiteSeer) [40, 44, 45]
is a specialized search engine for scientific literature.
ResearchIndex is a free public service (available at re-
searchindex.org), and is the world’s largest free full-
text index of scientific literature, currently indexing over
300,000 articles containing over 3 million citations. It in-
corporates many features specific to scientific literature.
For example, ResearchIndex automates the creation of ci-
tation indices for scientific literature, provides easy access
to the context of citations to papers, and has specialized
functionality for extracting information commonly found
in research articles.

Other specialized search engines that do information
extraction or domain-specific processing include DEAD-
LINER [37], which parses conference and workshop in-
formation from the web, newsgroups and mailing lists;
FlipDog (www.flipdog.com), which parses job informa-
tion from employee sites; HPSearch (http://hpsearch.uni-
trier.de/hp/), which indexes the homepages of computer
scientists; and GeoSearch [14, 23], which uses informa-
tion extraction and analysis of link sources in order to de-
termine the geographical location and scope of web re-
sources. Northern Light also provides a service called
GeoSearch, however Northern Light’s GeoSearch only at-
tempts to extract addresses from web pages, and does not
incorporate the concept of the geographical scope of a re-
source (for example, the New York Times is located in
New York but is of interest in a larger geographical area,
whereas a local New York newspaper may be of less in-
terest outside New York).

Search engines like ResearchIndex, DEADLINER,
FlipDog, HPSearch, and GeoSearch automatically extract
information from web pages. Many methods have been
proposed for such information extraction, see for example
[2, 9, 20, 38, 39, 40, 58, 59].
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3.2 Identifying communities on the web

Domain-specific search engines that index information on
the publicly indexable web need a method of locating the
subset of the web within their domain. Flake et al. [25]
have recently shown that the link structure of the web self-
organizes such that communities of highly related pages
can be efficiently identified based purely on connectiv-
ity. A web community is defined as a collection of pages
where each member has more links (in either direction)
inside the community than outside of the community (the
definition may be generalized to identify communities of
various sizes and with varying levels of cohesiveness).
This discovery is important because there is no central au-
thority or process governing the formation of links on the
web. The discovery allows identification of communities
on the web independent of, and unbiased by, the specific
words used. An algorithm for efficient identification of
these communities can be found in [25].

Several other methods for locating communities of re-
lated pages on the web have been proposed, see for exam-
ple [7, 15, 16, 17, 22, 27, 36, 53].

3.3 Locating specialized search engines

With thousands of specialized search engines, how do
users locate those of interest to them? More importantly,
perhaps, how many users will go to the effort of locat-
ing the best specialized search engines for their queries?
Many queries that would be best served by specialized ser-
vices are likely to be sent to the major web search engines
because the overhead in locating a specialized engine are
too great.

The existence of better methods for locating special-
ized search engines can help, and much research has been
done in this area. Several methods of selecting search en-
gines based on user queries have been proposed, for ex-
ample GlOSS [33, 34] maintains word statistics on avail-
able database, in order to estimate which databases are
most useful for a given query. Related research includes
[19, 24, 26, 32, 46, 49, 61, 62].

It would be of great benefit if the major web search
engines attempted to direct users to the best specialized
search engine where appropriate, however many of the
search engines have incentives not to provide such a ser-
vice. For example, they may prefer to maximize use of
other services that they provide.

4 One size does not fit all, and may
limit competition

Typical search engines can be viewed as “one size fits all”
– all users receive the same responses for given queries.

As argued earlier, this model may not optimally serve
many queries, but are there larger implications?

An often stated benefit of the web is that of equaliz-
ing access to information. However, not much appears
to be equal on the web. For example, the distribution of
traffic and links to sites is extremely skewed and approx-
imates a power law [5, 35], with a disproportionate share
of traffic and links going to a small number of very pop-
ular sites. Evidence of a trend towards “winners take all”
behavior can be seen in the market share of popular ser-
vices. For example, the largest conventional book retailer
(Barnes & Noble) has less than 30% market share, how-
ever the largest online book retailer (Amazon) has over
70% market share [52].

Search engines may contribute to such statistics. Prior
to the web, consumers may have located a store amongst
all stores listed in the phone book. Now, an increasing
number of consumers locate stores via search engines.
Imagine if most web searches for given keywords result in
the same sites being ranked highly, perhaps with popular-
ity measures incorporated into the selection and ranking
criteria [43]. Even if only a small percentage of people use
search engines to find stores, these people may then create
links on the web to the stores, further enhancing any bias
towards locating a given store. More generally, the expe-
rience of locating a given item on the web may be more
of a common experience amongst everyone, when com-
pared with previous means of locating items (for example,
looking in the phone book, walking around the neighbor-
hood, or asking a friend). Note that this is different to
another trend that may be of concern – namely the trend
towards less common experiences watching TV, for ex-
ample, where increasing numbers of cable channels, and
increasing use of the web, mean that fewer people watch
the same programs.

Biases in access to information can be limited by us-
ing the appropriate search service for each query. While
searches for stores on the major web search engines may
return biased results, users may be able to find less biased
listings in online Yellow Pages phone directories. As an-
other example, when searching with the names of the U.S.
presidential candidates in February 2000, there were sig-
nificant differences between the major web search engines
in the probability of the official candidate homepages be-
ing returned on the first page of results [60]. Similar
searches at specialized political search engines may pro-
vide less biased results. However, the existence of less
biased services does not prevent bias in information ac-
cess if many people are using the major web search en-
gines. Searches at directory sites like Yahoo or the Open
Directory may also be less biased, although there may be
significant and unequal delays in listing sites, and many
sites are not listed in these directories.
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The extent of the effects of such biases depends on how
often people use search engines to locate items, and on the
kinds of search engines that they use. New search services
that incorporate context, and further incorporation of con-
text into existing search services, may increase compe-
tition, diversity, and functionality, and help mitigate any
negative effects of biases in access to information on the
web.

5 Summary

Search engines make an unprecedented amount of infor-
mation quickly and easily accessible – their contribution
to the web and society has been enormous. However, the
“one size fits all” model of web search may limit diversity,
competition, and functionality. Increased use of context in
web search may help. As web search becomes a more im-
portant function within society, the need for even better
search services is becoming increasingly important.
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[17] Junghoo Cho, Héctor García-Molina, and Lawrence Page.
Efficient crawling through URL ordering. In Proceedings
of the Seventh World-Wide Web Conference, 1998.

[18] Frans Coetzee, Eric Glover, Steve Lawrence, and C. Lee
Giles. Feature selection in web applications using ROC in-
flections. In Symposium on Applications and the Internet,
SAINT, San Diego, CA, January 8–12 2001.

[19] N. Craswell, P. Bailey, and D. Hawking. Server selection
on the World Wide Web. In Proceedings of the Fifth ACM
Conference on Digital Libraries, pages 37–46, 2000.

[20] M. Craven, D. DiPasquo, D. Freitag, A. McCallum,
T. Mitchell, K. Nigam, and S. Slattery. Learning to ex-
tract symbolic knowledge from the World Wide Web. In
Proceedings of Fifteenth National Conference on Artificial
Intelligence, AAAI 98, pages 509–516, 1998.

[21] B. D. Davison, A. Gerasoulis, K. Kleisouris, Y. Lu, H. Seo,
W. Wang, and B. Wu. DiscoWeb: Applying link analysis
to web search. In Proceedings of the Eighth International
World Wide Web Conference, page 148, Toronto, Canada,
1999.

[22] Michelangelo Diligenti, Frans Coetzee, Steve Lawrence,
C. Lee Giles, and Marco Gori. Focused crawling us-
ing context graphs. In 26th International Conference on
Very Large Databases, VLDB 2000, Cairo, Egypt, 10–14
September 2000.

5



[23] Junyan Ding, Luis Gravano, and Narayanan Shivakumar.
Computing geographical scopes of web resources. In 26th
International Conference on Very Large Databases, VLDB
2000, Cairo, Egypt, September 10–14 2000.

[24] D. Dreilinger and A. Howe. Experiences with selecting
search engines using meta-search. ACM Transactions on
Information Systems, 15(3):195–222, 1997.

[25] Gary Flake, Steve Lawrence, and C. Lee Giles. Effi-
cient identification of web communities. In Sixth ACM
SIGKDD International Conference on Knowledge Discov-
ery and Data Mining, pages 150–160, Boston, MA, Au-
gust 20–23 2000.

[26] Susan Gauch, Guihun Wang, and Mario Gomez. ProFu-
sion: Intelligent fusion from multiple, distributed search
engines. Journal of Universal Computer Science, 2(9),
1996.

[27] D. Gibson, J. Kleinberg, and P. Raghavan. Inferring web
communities from link topology. In Proceedings of the 9th
ACM Conference on Hypertext and Hypermedia, 1998.

[28] Eric Glover, Gary Flake, Steve Lawrence, William P.
Birmingham, Andries Kruger, C. Lee Giles, and David
Pennock. Improving category specific web search by learn-
ing query modifications. In Symposium on Applications
and the Internet, SAINT, San Diego, CA, January 8–12
2001.

[29] Eric Glover, Steve Lawrence, William Birmingham, and
C. Lee Giles. Architecture of a metasearch engine that
supports user information needs. In Eighth International
Conference on Information and Knowledge Management,
CIKM 99, pages 210–216, Kansas City, Missouri, Novem-
ber 1999.

[30] Eric J. Glover, Steve Lawrence, Michael D. Gordon,
William P. Birmingham, and C. Lee Giles. Web search
– your way. Communications of the ACM, 2000. accepted
for publication.

[31] Graphic, Visualization, and Usability Center. GVU’s tenth
WWW user survey (conducted October 1998), 1998.

[32] L. Gravano, C. Chang, H. García-Molina, and A. Paepcke.
STARTS: Stanford proposal for internet meta-searching.
In Proceedings of the 1997 ACM SIGMOD International
Conference on Management of Data, pages 207–218,
1997.

[33] L. Gravano, H. García-Molina, and A. Tomasic. GlOSS:
Text-source discovery over the Internet. ACM Transactions
on Database Systems, 24(2), 1999.
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